Controls
The control system is responsible for control and monitoring of accelerator equipment, machine configuration, timing and synchronization, diagnostics, data archiving, and alarms. PIP-II will use an evolution of the Fermilab control system ACNET [76]. This is the system that is used in the main accelerator complex and also at the FAST and P2IT test facilities [77]. As shown in Figure XX, ACNET is fundamentally a three tiered system with front-end, central service, and user console layers.  Front-end computers directly communicate with hardware over a wide variety of field buses. User console computers provide the human interface to the system. Central service computers provide general services such as a database, alarms, application management, and front-end support. Communication between the various computers is carried out using a connectionless protocol over UDP.  Subsystems developed by collaborators based on the EPICS control system can be integrated into the main system.
[bookmark: _GoBack]The scale of the control system is expected to be similar to that of the complex when the Tevatron was operating. The system should support up to 1M device properties. Time stamping must be provided so that all data from the PIP-II linac can be properly correlated with that from the existing complex. Services for alarms, data archiving, and machine configuration save and restore should be common for the entire complex. The control system should contribute less than 1% to operational unavailability. The high beam power implies the need for a sophisticated machine protection system to avoid damage to the accelerator due to errant beam pulses. 
[image: ]Figure XX: The ACNET control system.

The current control system makes use of a 2 tiered timing system for the accelerators. The present top level is a 10 MHz based clock system (TCLK) that provides basic system co-ordination and data acquisition timing. The second level clock systems are specific to each accelerator and synchronous to beam in that machine (MIBS, RRBS, PCLK, NML-CLK & HINS_CLK). The beam sync clocks have base frequencies that are derived from the machine’s RF to provide bunch level timing for devices such as intensity monitors, BPMs and kickers. Relevant clock events are reflected from one level of clock system to the other as needed to support operations and data acquisition. There is an additional system called MDAT that provides various machine data to the complex. Among MDAT’s data are frames for individual machine states (MI, Recycler, BSSB and Switchyard), MI bus related data (programmed & measured currents and momenta) along with various intensity monitor readings.
A new upper level timing system (ACLK) will be developed that is expected to provide a major enhancement over the TCLK and MDAT links presently used in the main complex. A simple prototype has been developed based on a 1 Gbps data link that adds a data payload and cycle stamp to each clock event transmission. The latter will allow reliable correlation of data across different front-ends. A critical requirement of the new system will be its ability to be synchronous with the existing TCLK as legacy systems around the complex that can only listen to TCLK (and MDAT) will need to be supported for the foreseeable future. 
It is expected that the ACLK design will serve as the basis for a new Linac beam synchronous clock based on requirements for the SC linac with reflected ACLK events, cycle stamps and data payloads as needed. This clock in relation to ACLK will function in an analogous fashion to the existing PCLK at P2IT to TCLK today.
It is highly desirable to have a single control system operating the entire complex rather than separate systems for the new linac and older parts of the system. There should only be a single copy of core services such as alarms and data archiving. Software applications should be able to access any device in the system. This model simplifies development and operation, and reduces long term maintenance costs of the complex. The current control system covering the booster, main injector and recycler represents a large investment in both software and hardware and it is not practical to completely replace it by the start of PIP-II operations.  The strategy will be to gradually update parts of the system before and during PIP-II construction, and in support of the P2IT test facility. This upgrade will include modernizing the application software environment as well as replacing obsolete hardware. Upgraded timing and machine protection systems will be developed for the PIP-II linac that will accommodate the legacy hardware in the existing parts of the complex. These systems as well as linac control software will be prototyped at P2IT.
It is recognized that some equipment will be developed outside of Fermilab by institutions with expertise in the EPICS control system. Also it may be appropriate in some cases to use commercial hardware that comes with embedded EPICS software. It is planned to support integration of EPICS front-ends and some core applications in the Fermilab control system. This has been demonstrated in several different ways at different levels of the control system at previous test facilities. The current ACNET system provides a gateway to EPICS IOCs at the front-end level. The control system will specify standard interfaces between its internal components as well as with technical equipment. This will make integration, testing, and software development easier and more reliable and reduce the long term maintenance load. Also standard interfaces allow parts of the system to be more easily upgraded if required for either improved performance or to replace obsolete technologies. Only portions of the system need be changed while the core architecture of the control system remains the same.
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Operation at 20 Hz


Increasing the booster repetition rate from 15 to 20 Hz will be a significant change in the control system. The current timing system is based on a 15 Hz signal derived from the 60 Hz line voltage along with a 15 Hz signal generated by the booster GMPS. These are transmitted out to the rest of the complex as TCLK events generated via the Timeline Generator (TLG). These events will have to be changed to 20 Hz events. The shorter time between events and beam pulses will have to be accounted for by software changes to the TLG which generates the main timing signals for the various accelerators. A variety of systems perform software tasks on each 15 Hz pulse and each will have to be examined to ensure there is sufficient time to complete their task when the timing moves to 20 Hz. Though this is a major change that impacts many parts of the control system, it is currently believed that both PIP-II and the remaining parts of the existing complex will be able to adapt.
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